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Abstract The aim of this work was to study the
problems connected with computer modeling and
analysis of heterogeneous structures of microporous
carbonaceous materials. The research was focused on
the numerical properties of original mathematical
models for heterogeneous multilayer adsorption on
microporous carbonaceous materials presented in our
earlier papers and their applicability to examination of
real microporous materials. These models are aimed at
drawing information on pore structure and capacity on
the basis of adsorption isotherms of small molecule
adsorbates. They easily fit typical adsorption data in
wide relative pressure ranges. In the theory presented,
adsorption of small nearly spherical molecules in
irregular pores of molecular size has been considered
and side adsorbate–adsorbate interactions are ne-
glected. The molecules mentioned are located in pores
by forming aggregates, the size of which is limited by
the geometry of the pores. The set of adsorbate mole-
cules, which were adsorbed mainly due to adhesive
interactions with the adsorbent matter, is treated as the
first layer adsorption. Joining further molecules is
viewed as the second, third,... layer adsorption. The
main idea of the approach to modeling microporous
structure presented, consists of introducing of realistic
relationships between geometrical properties of pores
and adsorption energy. Special attention was focused
on the analysis of the influence of the number of model
parameters on identification reliability and evaluation

errors of porous structure parameters. This paper gives
more information on properties of the identification
technique presented in our earlier papers. The five-
parameter and six-parameter identification reliability is
analyzed in more detail, for different values of the
system parameters. In this context, the efficiency of
simultaneous examination of two isotherms is also
studied.

Keywords Adsorption Æ Heterogeneous Æ Microporous Æ
Isotherms Æ Optimization

Introduction and theoretical basis

Modeling of adsorption processes on solid surfaces is
of vital interest in surface science and chemical tech-
nology. Microporous activated carbons are widely used
as adsorbents, catalysts, and supports [1, 2]. Generally,
the use of such materials in various fields of technology
and science requires their characterization, which
comprises determination of chemical composition,
description of porosity, surface texture and energetic
heterogeneity.

Many theories of adsorption processes have been
described [3, 4]. Together with the development of
computer techniques, more advanced methods of pore-
structure description have been used. They use high-tech
numerical tools, e.g. optimization algorithms [5–7],
advanced molecular simulations [8–10] and approaches
based on fractal geometry [11–14].

In microporous carbonaceous adsorbents (such as
active carbons, molecular sieves and carbon fibers), the
adsorption process is much more intensive in microp-
ores, which have a high-adsorption potential, than in
larger pores. Hence, the adsorption capacity and energy
distribution are linked with geometrical properties of the
pores. To exploit this fact in examination of such
materials, a mathematical description of the heteroge-
neous adsorption process was developed that involves
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explicitly parameters characterizing the geometrical
structure of pores and appropriate geometry–energy
relationships [15].

The models for heterogeneous adsorption on micro-
porous carbonaceous materials described briefly in this
paper are based on general thermodynamics, expressing
changes of internal energy DH and configurational
entropy DS due to the process [15–20]. A wider discus-
sion, thermodynamic derivation and theoretical basis
were presented in our earlier papers [15–20]. Adsorption
of small nearly spherical molecules in irregular pores of
molecular size is considered. The molecules are located
in pores by forming aggregates, the size of which is
limited by the geometry of the pores. In our approach
the set of adsorbate molecules, which are adsorbed
mainly due to adhesive interactions with the adsorbent
matter, is treated as the first layer adsorption. Joining
further molecules is viewed as the second, third,... layer
adsorption [15–20]. The aggregates are formally con-
structed by adding consecutive layers in equilibrium
with the volatile phase. A set of pore geometry–
adsorption energy relationships was proposed and
checked by multivariant fitting of the model to adsorp-
tion data.

The approach is addressed to the examination of
adsorbents of random porous structure. It may be
viewed as an alternative to classical techniques based on
the BET or DR equations and on the other hand, to
more complicated DFT-based techniques [5–7].

The paper presents a study of the numerical proper-
ties of the proposed adsorption models from the system-
parameter identification perspective. Factors affecting
the model parameter evaluation uncertainty are ana-
lyzed, and a technique for the identification reliability
assessment is proposed.

The uniLET model

The adsorption process in submicroporous and micro-
porous materials may be considered as consisting of a
number of sub-processes each of them involving mpa

moles of adsorbate molecules with the same energy. At a
temperature T and pressure P, the sorption equilibrium
in the ath subprocess can be described generally with the
following formula [16]:

RT lnðpÞ ¼ @DH
@mpa

� T
@DS
@mpa

ð1Þ

where mpa is the amount of adsorbate in ath subsystem
(mol/g), R is the gas constant, p= f/fs stands for the
relative fugacity of sorbate at (P, T), DH and DS are the
thetotal enthalpy and entropy change, respectively, due
to the process, a is the ath adsorption subsystem.

The general uniLBET model describing the local
adsorption isotherm on a jth type primary site is given
in the form of the following algebraic equations written
for the layers n = 1,..., k [19]:

�P�jnþ P�jnþ1
� �

�hjn�hjn �hjnþ1¼ 0; hjkþ1� 0 ð2Þ

P�jn ¼
def p

Bjn 1� hjnþ1ð Þbjnþ1�1
; p - relative pressure ð3Þ

where k is the maximum number of layers, j counts
different energy profiles across the layers n = 1,..., k
of kth type agglomerates, hjn is the coverage ratio of
(n � 1)th layer in agglomerates of jth class: hjn =
(mpkn)/(bjnÆ mpkn-1), bjn is the pore shape factor (bjn =
1 for stack-like agglomerates bjn > 1 for branched
ones), Bjn is the energetic parameter of (j n)th sub-
system: Bjn = exp(Qjn/RT), Qjn is the molar energy
contributed to the system by placing an adsorbate
molecule at (j, n)th subsystem, and Pjn

* is the trans-
formed relative pressure. The coverage ratios hjn can
be calculated recursively, starting from the top (kth)
layer [19]:

hjk ¼
p

pþ Bjk
; hjn ¼

P�jn

1þP�jn � hjnþ1
;

for n ¼ k � 1; . . . 1; hjkþ1 � 0

ð4Þ

To make the uniLBET model useful in examination
of real adsorption systems, it is necessary to reduce the
number of independent parameters. To this aim, addi-
tional relationships linking geometrical parameters and
adsorption energy with adsorbent structure were pro-
posed [19]. This leads to the uLBET model.

The uLBET model

The following assumptions concerning the energy dis-
tribution were made:

(a) The layers n = 2, k are homogeneous and Bjn = BC

= const. for k = 1, ... K, n = 2, k � 1

BC ¼
def

exp QC=RTð Þ; QC ¼
def

Upð1� 2 � ZppÞ � ZC � Qcp

ð5Þ

where Qcp is the molar adhesion energy in ideal
adsorbent–adsorbate contacts, Up is the molar
cohesion energy of adsorbate, and Zpp and ZC are
the correcting factors.

(b) For n = k: Bjk < BC such that hjk = Pjn
* (1st type

top layer adsorption) or Bjk = BC (2nd type top
layer adsorption—see Ref. [19]).

(c) The first layer adsorption energy is expressed in the
following form:

QAj ¼ Up � ZAj � Qcp; QA ¼
def

Up � ZA � Qcp ¼ min
k¼1

QAjð Þ

ð6Þ

and the factor ZAk is uniformly distributed over a
range depending on k:
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ZAk 2 ZAð1� fAkÞ; ZAð1� ffkÞ
� �

; fAk � fAkþ1; ffk

� ffkþ1; 0 � ffk � fAk; fA1 � 1:

The distribution function related to the energetic
parameter BA j 2 (BAk, Bfk) is

BAk ¼
def

BA � ðBcpÞZAð1�fAkÞ; Bfk ¼
def

BA � ðBcpÞZAð1�ffkÞ;

fk BAjð Þ ¼ mhAk

ln Bfk=BAk
� �

1

BAj

ð7Þ

where mhA j is the amount of j type primary sites
(mmol/g), and

BA ¼def exp QA=RTð Þ; Bcp ¼def exp Qcp
�

RT
� �

ð8Þ

Moreover, we assume that

(a) an averaged pore shape factor b may be used to
describe possible branching of agglomerates ade-
quately

bkn ¼ b for k> 1; n ¼ 2; . . . ; k ð9Þ

(b) the number of primary adsorption sites capable of
retaining agglomerates limited to k—layers is ex-
pressed by the exponential function [16, 19]:

mhAk ¼ mhAð1� aÞak�1; a 2 ð0; 1Þ ð10Þ

The uniBET model (4) containing the above
assumptions takes the following form (11) referred to as
the uLBET formula [19]:

mp ¼ mhAð1� aÞ 1� 1

lnðBA=Bf 1Þ
ln

BA þ p
Bf 1 þ p

� �� 	

þ mhAð1� aÞ
XK

k¼2
ak�1 1þ

Xk

n¼2

Yn

j¼2
ðbhkjÞ

 !

� 1� 1

lnðBAk=BfkÞ
ln

BAkð1� hk2Þb þ p

Bfkð1� hk2Þb þ p

 !( )

ð11Þ

where mhA is the total number of the primary sites.
Two top-layer adsorption types are considered, cor-

responding to the different nature of restrictions for the
adsorbate agglomerate size represented by k. If the
restrictions are of formal nature (a competitive adsorp-
tion in larger pores) the generalized Henry’s law is
applicable (1st adsorption type). Thus for k > 1, j > 1:
hkj=h=P¥

*, where P¥
* 2Æ0, 1/bæ is the lower root of

the following equation:

BCP�1 ¼ pð1�P�1Þ
1�b ð12Þ

If the restrictions are of geometrical/energetic nature
(2nd adsorption type) the ratio hkj is expressed by Eq. 4,
i.e. starts from the Langmuir model at the kth layer and
tends to P ¥

*.

To make model (11) useful for practical examination
of adsorbent structures, we should ensure its identifi-
ability. This means that the model parameters should be
reliably determinable by fitting the model to empirical
adsorption data. Let N denote the number of empirical
data {mpn, n = 1, ..., N}, and f(pn, A) stand for an
isotherm formula, involving a vector A of unknown
parameters A = {ai, i = 1, ..., M}, and producing the-
oretical values of adsorption for particular pn, when
values Ao of the vector A are taken. Let J denote the N ·
M Jacobian matrix:

J ¼

@f ðp1;A0Þ
@a1

; . . . ; @f ðp1;A0Þ
@aM

..

.
; . . . ; ..

.

@f ðpN ;A0Þ
@a1

; . . . ; @f ðpN ;A0Þ
@aM

2

664

3

775 ð13Þ

The model f(p, A) is well identifiable, if rank (J) =
M and the matrix J is well conditioned. Otherwise, the
model is overparametrized, i.e. there is a subset of
parameters, that are undeterminable at all (if rank (J)
< M) or their values are much too sensitive to
empirical and numerical errors. This is because effects
of the particular excessive parameters to the sequence
f(pn, A) are poorly diversified. In effect, a fitting
quality index (e.g. mean squared error) applied in
identification procedures is too insensitive to changes
of the parameters within an area, providing no pref-
erences for accurate enough values. If enlarging the
data range (by employing more measurements or
taking a greater max (p)) does not solve the problem,
it is necessary to put additional relationships linking
some parameters or set the poorly determinable
parameters arbitrarily, thus making evaluation of the
remaining ones more reliable.

In microporous materials, a surface fraction of high
QA j is usually of weak effect on the isotherm shape,
even if max (p) � 1. This makes essential formal
obstacles for reliable empirical evaluation of the right
hand side profile of the energy distribution function. In
turn, the fraction of smallest agglomerates (k = 1–3) is
often highly dominant. Hence, the parameters ZA, fA2,
fA3 and ff1, ff2 may be of significant effect, mainly to an
initial section of isotherms. Hence, we proposed to avoid
the energy distribution over parameterizations in the
following way:

1. ZA is treated as the key parameter to be evaluated by
the model-fitting procedure.

2. The step points of the distribution function (values
for QAk and BAk) are fixed arbitrarily by setting the
coefficients ff1, fAk and ffk for k = 2, ..., K:

(a) Adsorption of single molecules is always treated
separately by using the Langmuir formula with the
individual parameter ff1 producing Bf1.

(b) The isotherm for k = 2 is treated optionally: either
as a separate model with individul parameters fA2
and ff2 (option d = 1) or together with remaining
agglomerates k > 2 (option d = 0) with the same
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fAk = fA2 and ffk calculated in the same manner as
for k > 2.

(c) For all clusters of k ‡ 2 + d, the distribution func-
tion starts at the same point fAk = fA2+d. The right
hand side limits of the distribution ffk for k ‡ 2 + d
are expressed as a simple function of k, enabling fast
calculations of the model with large K.

3. The identification of the model is proposed to be
performed for a number of properly diversified
variants of the energy distribution function, each
of them having fixed values of ff1, fAk and ffk for
k > 1.

4. A variant is generated by taking a combination of
three integer parameters, i.e. the heterogeneity type h
= 0,..., 9, the doublets treatment binary option d =
0, 1 and a binary option g = 0, 1, g £ d.

5. A couple of well-fitted variants (e.g. 3) may be used to
assess the reliability of the identification results. If
there is a variant giving an acceptable fitting quality
much better than others, or model parameters and
energy distribution shape are close for all variants in
the couple, the best one may be accepted as showing
reliably the system properties examined. Otherwise,
we can only say that the system is poorly identifiable,
and the acceptable variants may be viewed as alter-
native representations of its properties, or identifica-
tion using more measurement.

The formulae proposed to calculate the parameters
ff1, fAk and ffk for particular sets {h, d, g} are gathered in
Table 1. The parameter ff ¥ (a minimum value for ffk)
determines the smallest contact surface area that enables
a place on a pore surface to be the primary adsorption
site. One may assume that primary and secondary sites
on the surface are strictly separated, i.e. ff ¥ = ZC/ZA

(see Eq. 5). This reduces the number of the model
parameters. However, in general, the parameter ff ¥
should be treated as independent (in fact, ff ¥ > ZC/ZA

is rather likely). Thus, the uLBET model involves five or
six parameters: mhA, ZA, a, b, BC and optionally ff ¥, to
be adjusted by fitting the model to empirical adsorption
data, with a chosen variant {h, d, g} of the surface energy
distribution function [19–24].

The models of LBET type

Examination of adsorption systems of random micro-
porous structures needs a large number K in Eq. 11 to be
taken (often K > 100). It makes the identification pro-
cedures time consuming (isotherms have to be calculated
thousands of times). Thus, to speed up the calculations,
analytical formulae approximating the uLBET model
were determined (referred to as the models of LBET
type).

For heterogeneous adsorption the uLBET model can
be brought into an analytical form, providing that: (a)
the energetic parameters BAk and Bfk do not depend on k
for k > 1 + d; (b) the coverage ratios hkn are the same
(hkn = h) for all k > 1 + d, n > 1 + d. For k > 1 + d
we have BAk = BA2+d. Effect of k> 1+ d on Bfk has to
be eliminated, but Bfk may be dependent on h. Thus we
have to find Bf h @ Bfk.

The resultant heterogeneous adsorption model of
LBET type has the following form:

mp

mhA
¼ ð1� aÞ 1� 1

lnðBA=Bf 1Þ
� ln BA þ p

Bf 1 þ p

� �� 	

þ d � að1� aÞ 1þ bh2ð Þ

� 1� 1

lnðBA2=Bf 2Þ
ln

BA2ð1� h2Þb þ p

Bf 2ð1� h2Þb þ p

 !( )

þ adþ1 d þ ðbhÞd 1þ bh
1� abh

� �
 �

� 1� 1

lnðBA2þd=Bf hÞ
ln

BA2þdð1� hÞb þ p

Bf hð1� hÞb þ p

 !( )

ð14Þ

We define a quantity P * :

P� ¼def p

BC 1� hð Þb�1
ð15Þ

For the 1st type adsorption h=P* = P¥
* . Thus no

simplifications are needed.
For the 2nd type, the following averaging formula

was found to be appropriate:

Table 1 Settings of the energy distribution function parameters fA2, fAk, ff1, ff2 and ffk for particular surface heterogeneity variants {h, d,
g} [19, 20]

h = 0 h = 1 h = 2 h=3, 4, ..., 9

fA2 1 1 1 1 � (h � 3)/120
fAk, k > 2 1 1 1 d = 0 D = 1

1 � (h � 3)/120 1 � (h � 3)/48
ff1 1 ff ¥ 1 1 � (1 � ff¥)Æ(h � 3)/24 g = 0 g= 1

1 � 11Æ(1 � ff¥)(h � 3)/120 1 � (1 � ff¥)(h � 3)/8
ff2 1 ff ¥ ff ¥ ((f0 � ff¥)/(2))

+ff¥, f0 = {1, fA2}
(f0 � ff¥)((3/4) � ((h � 3)/(24)))
+ff¥, f0 = {1, fA2}

(f0 � ff¥)((7/8) � ((h � 3)/(48)))
+ff¥, f0={1, fA2}

ffk, k > 2 1 ff ¥ ff ¥ ((f0 � ff¥)/(k))
+ff¥, f0 = {1, fA2}

((f0 � ff¥)/(k))
+ff¥, f0= {1, fA3}

((f0 � ff¥)/(k � 1))
+ff¥, f0 = {1, fA3}
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h ¼ P�
1þ wHP�

1þP�

� �
; wH ¼

að1þ a� a2Þ
2� a

for d ¼ 0;

wH ¼
2þ a

3ð2� aÞ for d ¼ 1 ð16Þ

The model (11) is directly applicable to the energy
distribution of h = 1 and 2. For h > 2, the following
simplified formulae were determined to get Bfk = Bf h

[19]:

Bf h¼defBA expððQcp=RT Þ � ðZf h � Zf1ÞÞ;
BA¼

def
expðQA=RT Þ

ð17Þ

where Qcp is the molar adhesion energy in ideal adsor-
bent–adsorbate contacts [1], QA is the first layer
adsorption energy, R is the gas constant, T is the tem-
perature, Zf h denotes an averaged value of the upper
bounds Zfk (Eq. 2) calculated with the formula [21]:

Zf hða; bhÞ
¼ ZA2þd � Zf1

1� lnð1�aÞ�ðbhÞ1þg lnð1�abhÞþðd�gÞa 1�ðbhÞ2þgð Þ
a1þd�g1�bh

1�a dþðbhÞd 1þ bh
1�abhð Þ½ 	

þ Zf1

ð18Þ

The LBET models have five or six adjustable
parameters (the same as in uLBET: mhA, QA, a, b, BC

and optionally ff ¥,). The five parameter identification
assumes ff ¥ = ZC/ZA, which considerably improves the
numerical properties of the task. The energy distribution
is attributed by setting the options {h, d, g} (see Table 1
and Eq. 15).

Computer analysis of the new mathematical models

Before applying any model to examination of real
adsorption systems, it is necessary to assess the identi-
fiability of the model itself, i.e. to outline an uncertainty

Table 2 Options generating the variants of the surface energy distribution used in calculations

Options Variants of LBET model used to fit data (hfit, f0 = fA2+d) and of LBET or uLBET model producing data (hdat, f0 = 1)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

hfit 0 1 2 3 3 3 5 5 5 7 7 7 9 9 9 0 1 2 3 3 3 5 5 5 7 7 7 9 9 9
hdat 0 1 2 3 3 3 4 4 4 6 6 6 8 8 8 0 1 2 3 3 3 4 4 4 6 6 6 8 8 8
d 0 0 0 0 1 1 0 1 1 0 1 1 0 1 1 1 0 0 0 1 1 0 1 1 0 1 1 0 1 1
g – – – 0 1 0 0 1 0 0 1 0 0 1 0 – – – 0 1 0 0 1 0 0 1 0 0 1 0
Type Top layer adsorption of 1st type Top layer adsorption of 2nd type

Fig. 1 The recognition
correctness of adsorption type
and of energy distribution not
perfectly mapped in the LBET
models—a five parameters case
(QA/RT = �4.5, a= 0.4, pmax

= 0.9)
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area of its parameters evaluated by fitting the model to
data produced with the same or a similar model. In our
approach the simplified LBET formula is proposed to be
used directly as the identified (fitting) model, assuming
that the parameters found in this way may be treated as
the uLBET model parameters (uLBET is to be an
adequate description of an adsorption system). Thus, the
first question is how far uLBET– LBET discrepancies
worsen the identification results, i.e. are they really
negligible. Next, the main factors affecting a numerical
conditioning of the LBET model must be characterized.

The applicability and reliability of the LBET-based
identification method is generally discussed in Refs.
[18–21]. In particular, it was shown that the five-
parameter LBET formula is perfectly identifiable, but
for practical use fitting of both, the six-parameter and
five-parameter models are recommended. The main
porous-structure parameters evaluated in this way are
more reliable than those gained with classical adsorp-
tion model. This paper gives more information on the
properties of the proposed identification technique. The
five-parameter and six-parameter identification reli-

Fig. 2 The recognition
correctness of adsorption type
and of energy distribution not
perfectly mapped in the LBET
models—a six parameters case
(QA/RT = �4.5, a= 0.4, pmax

= 0.9)

Fig. 3 The recognition
correctness of adsorption type
and of energy distribution not
perfectly mapped in the LBET
models—a five parameters case
(QA/RT = �12.0, a= 0.4, pmax

= 0.9)
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ability is analyzed in more detail for different values of
the system parameters. In this context, the efficiency of
the simultaneous examination of two isotherms is also
studied. Calculations were performed for a simulated
microporous adsorbent with the solubility parameter dc
= 30, which is typical for carbonaceous adsorbents
[25]. The isotherms (data) have been generated for
relative pressures p ranging to pmax = 0.9, by
employing LBET or uLBET models, and fitted with the
LBET formula.

The fitting was done using a typical constrained
optimization procedure (the fmincon function avail-
able in the MATLAB package) minimizing the fitting
error dispersion re. No arbitrary regularization tech-
niques were used [26], as multivariant identification is
proposed instead. The following parameters were ad-
justed: VhA = mhA Vs—volume of a first layer region
(Vs is the molar volume of adsorbate molecule in
liquid state), a and b are the geometric parameters of
the porous structure, ZA and ZC are the correction

Fig. 4 The recognition
correctness of adsorption type
and of energy distribution not
perfectly mapped in the LBET
models—a six parameters case
(QA/RT = �12.0, a= 0.4, pmax

= 0.9)

Fig. 5 The recognition
correctness of adsorption type
and of energy distribution not
perfectly mapped in the LBET
models—a five parameters case
(QA/RT = �4.5, a= 0.4, pmax

= 0.45)
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factors used to calculate QA, BC (see Eq. 5) and
optionally—Zf ¥. In simultaneous identification of
multiple isotherms, the same values for VhA, a, b and
{h, d, g} were assumed for all isotherms, but each of
them involves two additional parameters ZA (QA) and
ZC (BC).

The following constraints were applied:

0 � a � 1, 1 � b � 1.3, Zpc � 1/12 and BC � 1,
0.6VhL � VhA � 10VhL

0.5 ZAN � ZA\1, ZA 2 ( 0.2, 1),
ZC 2 1/6, Up(1� 2Zpp)/Qcp

� �
, pm(b, BC)\pmax

where ZAN corresponds to a nominal value for QA, and
VhL is a value appointed according to linear Langmuir
formula.

The research was focused on analysis of the iden-
tification uncertainty. Theoretical isotherms were gen-
erated employing the uLBET or LBET formulae, with
fixed values of the system parameters and a selected

Fig. 6 The recognition
correctness of adsorption type
and of energy distribution not
perfectly mapped in the LBET
models—a six parameters case
(QA/RT = �4.5, a= 0.4, pmax

= 0.45)

Fig. 7 Comparison of
exemplary results of
calculations for single and
double adsorption isotherms
for data generated by uLBET
models with five parameters in
realistic case of the surface
energy mapping (QA/RT =
�4.5, a= 0.4, pmax = 0.9)
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energy distribution variant. The 30 variants of differ-
ent {hdat, d, g} producing the distributions covering
cases discussed in the literature were taken under
study (see Table 2). Calculations with different values
of the system parameters affecting the isotherm shape
(QA/RT, BC, a, b) were carried out. Each isotherm
was fitted by the LBET formula in its 30 variants
combining {hfit, d, g} options, as specified in Table 2.
Different hfit/hdat and f0 values were taken in partic-

ular variants, to map realistic process-model mis-
matches.

The reliability of identification was assessed on the
basis of the residual dispersion re and relative errors of
the parameters calculated for all 30 variants. To make
possible a final choice of the best variant, the detailed
results are shown for the three best fits. Moreover, ten
well-fitted variants from 30 were treated as acceptable
ones. In order to get a synthetic measure of the identi-

Fig. 8 Comparison of
exemplary results of
calculations for single and
double adsorption isotherms
for data generated by uLBET
models with six parameters in
realistic case of the surface
energy mapping (QA/RT =
�4.5, a= 0.4, pmax = 0.9)

Fig. 9 Comparison of
exemplary results of
calculations for single and
double adsorption isotherms
for data generated by LBET
models with six parameters in
realistic case of the surface
energy mapping (QA/RT =
�4.5, a= 0.4, pmax = 0.9)
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fication uncertainty, we defined the following identifi-
ability index wid [20]:

wid ¼ 1� remin

1
10

P10

opt¼1
re opt

ð19Þ

where remin and reopt express the error dispersion of the
best fitting and the sequence of increasing dispersion
error of the ten well fitted models.

The three variants mentioned above for exemplary
systems are shown in full detail, to show relations be-
tween the fitting-error dispersion and system-parameter
evaluation uncertainty. The relative errors of the
parameters determined for the best fitted variants are

compared to those obtained with other acceptable
variants. The results of computer calculations are shown
in Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9. The upper diagrams are
divided into quarters with bold solid lines separating
model variants of the 1st type adsorption (the agglom-
erate size limited due to competitive adsorption), from
variants of 2nd type adsorption (the limitations of
agglomerate size are of geometrical nature). The lines
separating the distributions of different h are shown (see
Table 2). The first row and column of each quarter
correspond to the homogenous system. The marks show
positions of the three best fittings in two-dimensional
space of the model variants studied. In every column the
best-fitted isotherm is distinguished by ‘‘o’’. The second

Fig. 10 The multivariant
identification results for a single
isotherm generated by uLBET
models in realistic case of the
surface energy mapping and
fitted by LET formulas with five
parameters (Type 1, h = 8, QA/
RT = �4.5, a= 0.4, pmax =
0.9)
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and third best fits are marked by ‘‘*’’ and ‘‘+’’. In the
optimum case, all ‘‘o’s’’ should lay on the main diagonal
of the diagram. Their position at the upper diagonal of
the left quarter denotes correct recognition of energy
distribution class with incorrect qualification of
adsorption type. The position of marks on the bottom
diagonal of the right quarter means an incorrect inter-
pretation of adsorption 2nd type as adsorption 1st type.
The bottom diagram in the figures shows the relative
evaluation errors of the system parameters. Horizontal
dotted line shows the levels of ±1, ±5, ±10, ±50 and
±100%.

The detailed results of the analysis are shown in
Figs. 10–13, showing fitting quality and optimal identi-
fication uncertainty for selected variants. The first col-
umn of the first row shows the fitted isotherm. Data are
marked with cirles ‘‘o‘’, a solid line ‘‘�’’ presents the
theoretical isotherm calculated by the uLBET model
with the parameters of the best-fitted LBET variant.
Dotted lines mean theoretical cover of the first adsorp-
tion layer.

The second figure in this row contains bar diagrams
of the dispersion error of the fitting with different LBET
model variants. The bold ‘‘o’’ refers to the best-fitted

Fig. 11 The multivariant
identification results for a single
isotherm generated by uLBET
models in realistic case of the
surface energy mapping and
fitted by LET formulas with five
parameters (Type 2, h = 8, QA/
RT = �4.5, a= 0.4, pmax =
0.9)
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one. Next ‘‘+’’ and ‘‘*’’ mean the second and third best
fits. Also, the value of the identifiability factor wid is
shown. The more diversified the heights of individual
bars and the bigger the differences between the lowest
bar and the remaining ones, the better identifiability of
the adsorption system (the factor wid reaches a big va-
lue).

The third figure in the row discussed shows the
values of the most important structure parameters, i.e.
monolayer capacity VhA, obtained in individual vari-
ants. Three best-fitted variants are marked in the same
way as in the previous figure. The headline gives the
name of the adsorption system i.e. adsorbat symbol,
the carbonaceous adsorbent symbol, the binary options

h, d, g and parameters a, b obtained with the best-fitted
variant.

The figures in the second row show the diversifi-
cation of the model parameters, obtained in the ten
good fits. The symbol ‘‘o’’ means the optimum fitting
parameters, ‘‘*’’, ‘‘+’’—these of the second and third
fitting quality, ‘‘·’’ the seven remaining parameters.
These are presented in pairs in rectangular coordinate
systems.

The third row of figures shows the three best fits of
the LBET models. In the headlines of the diagrams the
symbol of the adsorption system and the number of
the LBET model variant are separated by a slash. In the
lower part of each diagram the value of the fitting

Fig. 12 The multivariant
identification results for a
double isotherm generated by
uLBET models in realistic case
of the surface energy mapping
and fitted by LET formulas
with five parameters (Type 2,
h = 8, QA/RT = �4.5, a= 0.4,
pmax = 0.9)
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quality measure re is located (the lower value of the
factor, the better identification reliability).

In the fourth row the corresponding energy distri-
butions are shown. Vertical lines show the value of the
adsorption energy on the second and next layers.

Synthetic measures of the identification reliability are
gathered in Tables 3, 4, 5.

Conclusions

The study presented paper gives evidence that the sim-
plified LBET formulae are accurate enough to be used
effectively in the identification of adsorption systems,

instead of their rigorous counterparts— the uLBET
models.

The LBET model may be well fitted to different
adsorption data in a wide pressure range, providing
relatively accurate information on the system parame-
ters studied. Identification results obtained with low-
pressure data and these reached by fitting isotherms in
the full pressure range are of comparable quality.

Identification based on adjusting six parameters
(including Zf ¥) gives more reliable results than gained
using only five free parameters. This also applies to the
simultaneous identification of two isotherms. Thus, the
task-conditioning problem is not critical for the LBET
formula.

Fig. 13 The multivariant
identification results for a
double isotherm generated by
uLBET models in realistic case
of the surface energy mapping
and fitted by LET formulas
with six parameters (Type 2,
h = 8, QA/RT = �4.5, a= 0.4,
pmax = 0.9)
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